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6. Research 
Objective

With ever-increasing applications of deep learning (DL) techniques in sensitive 
application domain such as healthcare, financial services, and national security, privacy 
concerns on individuals whose data are used for training DL models continue to grow. The 
needs for privacy protection in such data-intensive applications have led to burgeoning 
interest in the development of differentially private algorithms for training deep networks. 

Despite recent advances in model building techniques with differential privacy, existing 
algorithms often fail to provide acceptable accuracy, and hence their use in practice is 
severely limited. This project investigates a broad class of differentially private algorithms 
and will develop new tools and techniques for designing scalable, differentially private 
algorithms for training deep learning models.

7. Research 
Summary Differential Privacy [3, 4] is widely considered to be the gold standard for protecting privacy 

in data sharing and machine learning [5, 6, 7, 8]. It carefully injects noise and bias into the 
training process in a way that ensures that no record will be accidentally memorized. Recent 
advances in differential privacy has shown the feasibility of applying it to deep learning 
tasks. Despite their promise, however, differentially private deep networks often lag far 
behind their non-private counterparts in accuracy, showing the need for more research in 
model architectures, principled methods for training, optimizers, etc. This project aims to 
develop new mathematical tools and techniques for building differentially private deep 
networks that can eliminate the efficiency gap between private and non-private deep 
learning.

One of the barriers to this expanded research is the training time --- often orders of 
magnitude larger than training non-private networks. The reason is that differentially private 
deep learning approaches [1] modify the training algorithm and require a step called “per-
example-gradient-clipping” whose implementations (e.g., TensorFlow Privacy [2]) slow 
down the processing significantly. Our own experiments in PyTorch show that the per-
example-gradient-clipping technique can slow down training by a factor of 64-75x. Our 
research plan is to provide corresponding solutions to more complex networks (including 
convolutional layers, skip connections/residual blocks [9], weight sharing, recurrent 
networks [10, 11], and attention models [12]) as well as to arbitrary differentiable loss 
functions.

The back-propagation (BP) algorithm combined with stochastic gradient descent (SGD) has 
been the workhorse for training deep neural networks. While back-propagation has shown 
to be effective and provides reliable performance on a variety of network architectures, its 
layer-to-layer error back propagation renders it difficult to extend existing tools for 
differential privacy to training deep learning models. In this project, we will investigate 
alternative learning algorithms to back-propagation algorithm to improve differentially 
private training processes for deep neural networks. One of major difficulties in using the 
gradient clipping technique with deep neural network is that gradients may grow large due 
successive multiplications between weight matrices. This problem stems from the fact, 
called weight transport [13, 14], that the error signals being passed on the feedback path are 
multiplied with weight matrices transmitted from the units on the forward path. To address 
this problem, we will examine and evaluate the feasibility biologically plausible [14, 15, 
16, 17] alternatives to back-propagation algorithm.



8. Need for 
funding from  

Korean 
government

The proposed research will develop new theoretical framework, techniques, methodologies, 
and algorithms for differentially private algorithms for deep learning models. The 
successful outcomes of this research will benefit (i) researchers across disciplines by 
allowing them to apply deep learning models to sensitive data, (ii) companies with an 
established user base by enabling them to analyze data, collected from users, while 
protecting privacy of their customers, and (iii) Korean society at large by mitigating privacy 
concerns on using cutting-edge technologies.

9. Request
for Korean 
Universities

None
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